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SUVMARY 

& a7c 
A technique for obtaining a function which yields an error, i n  the 

sense of least sqyxres,  that is less than a specifiedtolerance is de- 
veloped. 



I. INTRODUCTION 

I n  Cl] , a recursion process was developed for  dbtaining the 
coefficients %, 4_, ... , % of the function Ag(Pg(f3) + qrq(f3) + - - 
- + %(e) such that 

is minimum. 
function without having t o  solve t h e  norm& equations. 
l eas t  squares procedure minimizes the  sum of the  squared errors, yet we 
have no assurance of the relative s ize  of t h i s  error. 
we w i l l  develop a process for  choosing the approximating f’unction i n  
such a fashion thet the error w i l l  not exceed Q given tolerance. 

This scheme yields the coefficients of the approximting 
Of’ course, the 

I n  t h i s  report, 

Before doing this, l e t  us examine more closely the error  E in- 
N 

aurredby us ingthe  function A 0 (B) as an approximating Function. 
3 3  J=o - -  - 

If the vectors ... , %, N < n, are u s e d t o  obtain the collection 0’ %’ - -  - 
of orthonormal vectors as i n  rl-1 , then the error E eo, el# * * *  9 eN - -  

can be written as follows: 

n N 
E = C bfBi) - C 

510 j=Q 

2 N 2 

N 
\I ‘E: 

j=O 

From t h i s  
ing: 

representation of E, we are able t o  observe the  follm- 
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2 
1) 11 11 is  rul upper bound for  E. 

2 - -  
2) A sum of any k of the 11 + 1 terms (X, e.) , 0 < k < N, 

J 
will yield an error E' > E. 

3 )  If G+l is any other non-zero vector orthogonal t o  each of 

11. SEZJ3CTION OF THE FUNCTION 

2 N  
After evaluating 11 % 11 - C (%, e.)*, t ~ e  may find that this 

J j=O 
value still exceeds a given error tolerance 6. 

c p ~ + ~  such that  

Then we wish t o  f ind  
- 

- 
i.e., f ind  such that 

- - 
that  i s  orthonormal to %+l is the vector associated with where %+1 

Then 
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= ( A ~ , + . . ~ A  - ( c A e . I  eo - ... n i o 1  i=o 

Theref ore, 

n n 

= Y 

)2} 
N+1 n 2  n 2 n e 

{ c hi ia i=o i d  Ai eNi - ( c hi eoi) - ... - ( 

Thus, t o  have 

we must have 

r n  n 

, - n  2 n 
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or 

or 

n -  2 2 

Bi 

n 2 2 2  n - - Ui C Xk em eOk ... 
k=O oi e 

D i  

or 
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n 

k>i 

> 0. - 

If we let 

and 

Di 

2 N  2 n 

D i  

n ... + C Ak eNi eraz ) } , we can write this inequality as 
k=O 
D i  
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n 2 
Z (Ai Ai + Bi hi) - > 0, and this inequality is satisfied if 

i=o 

2 
+ Bi Xi 2 0, for i = 0, 1, ... , n. Notice that these con- Ai hi 

ditions are much stronger than are necessary and we w i l l  need t o  examine 

some cases that night arise. 

If Ai 2 0 for some i, 0 < i  < n, choose 

+ 1, where io 

- -  Case 1: -- 
= 0, t = n, n-1, ..., i 0 

is the largest value of i such that 
a- 

Case 2: -- 

K 

= - nk’ Ai > 0, h = 1, and Xk 
io - 

k = 0, 1, ..., io -1, provided % # 0, 

or  hk = B,, k = 0, 1, ..., io -1, for 
% = 0. 

If Ai < 0, for all i, tentatively choose 

Ak = 1 and examine 

2 (1) %-1 - % - > 0, k = n,n-1,...,2,1,0. 

If (1) is not true, choose X = 0 and 

proceed t o  exmtne, 

k 

If (2)  is false, choose Xk = o a n d  - 
proceed as before. 
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$ ! 

If (1) is satisfied for  some value of k, 

l e t  i be the first such positive integer 
i n  the sequence n, n-1, ... , 1, 0. 

we are assured of a solution X t o  the 

equation 
i-1 

+ A A2 = 0. A2 i-1 + Bi-l Xi-l i i  

Notice that the l e f t  side of t h i s  equation 
is  just  the sum of the i t h  and (i-1)st terms 

n 

i=o 
of the sum (Ai A: + Bi hi ) .  Thus, let  

be either solution of the equation Ai-l 

2 
A2 i-1 + B i - 1  ‘i-1 + Ai hi = 0. 

B 
Then A = - $ , j = i-1, ... , 1, 0, 

3 3 

will assure the satisfaction of the suceed- 

ing inequalities . 

let  Aibe the value of some ideal fimction %+1 (8) at B,; 1 . e . y  %+l ( 8 )  i = 
I I 

Then t h i s  idea3 f’unction assures us tha t  the error E, where hi 

n , -  N 

is  less than the imposedtolerance 6. 

ideal function at  the tabular values pi, our next obdective is  t o  develop 

Since we know the values of t h i s  



a technique for computing %+l(pl), for some value p' f pi, i = ~,l,...,n, 

such that the error obteined by using 
N+l 

A cp (6') to appoximte X ( p t ) ,  3 5  

in  the sense of least squares, is as smaU., if not smaller, than the error 

Iu 
obtained by approximating X(p')  with A cp ( P I ) .  We obtain this  value 3 3  s=lo 

(pt) in the following manner. %+l 

follows : 

. 

Finally, compute the fN+2) A Is, j = 0, 1, ..., N+1, as follows: 3 
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AN = c % - %+l I 

b 

. 

Now let pi, be a B such that 11 €3,' - 8' 11 = { 11 B, - B' 11 } t 
i O < i < n  - -  

and let  us define the following f'unction: 

= 0, otherwise, 

where L(Bil) = nin { I I  Pi - B,, II ). 
O < i < n  

"bus, when 0' i s  chosen, we are able t o  use the function above t o  

approximate X ( p ' ) ,  being assured that the approxination obtained here i s  no 

I? 

3 4  
worse that the value r: A cl) (P I )  obtained by using the initial least 

j J  

squares approximating function. 

Writing this multiple of hi as 

.. I 
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we see that we have a factor  which varies f'ron zero t o  one as f3' vasies from 
a position on the boundaxy t o  a position at the center of the b a l l  

Thus, the factor  Xi, which was derived in  association with the vector 

is weighted depending on the nearness of f3' t o  pi, Bit 

111. R E C ~ A ! r r o N S  

The contractor recammends t h a t  the  computation technique outlined 
above be u t i l i zed  as soon as feasible i n  constructing least s q w e s  
approximating functions of severaJ variables. 
that t h i s  study be continued t o  include such items ES: 

It i s  further recormended 

1) The development of c r i t e r i a  fo r  optimum data po in t  selection. 

2) The derivation of error bounds f o r  least squares approximation 
models . 

3) Extension of work i n  the selection of the best least squases 
approximting function. 
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